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Abstract
Foundation models are powerful technologies:
how they are released publicly directly shapes
their societal impact. In this position paper, we
focus on open foundation models, defined here as
those with broadly available model weights (e.g.
Llama 2, Stable Diffusion XL). We identify five
distinctive properties (e.g. greater customizability,
poor monitoring) of open foundation models that
lead to both their benefits and risks. Open foun-
dation models present significant benefits, with
some caveats, that span innovation, competition,
the distribution of decision-making power, and
transparency. To understand their risks of misuse,
we design a risk assessment framework for ana-
lyzing their marginal risk. Across several misuse
vectors (e.g. cyberattacks, bioweapons), we find
that current research is insufficient to effectively
characterize the marginal risk of open foundation
models relative to pre-existing technologies. The
framework helps explain why the marginal risk is
low in some cases, clarifies disagreements about
misuse risks by revealing that past work has fo-
cused on different subsets of the framework with
different assumptions, and articulates a way for-
ward for more constructive debate. Overall, our
work helps support a more grounded assessment
of the societal impact of open foundation models
by outlining what research is needed to empiri-
cally validate their theoretical benefits and risks.
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1. Introduction
Foundation models (Bommasani et al., 2021) are the cen-
terpiece of the modern AI ecosystem, catalyzing a frenetic
pace of technological development, deployment, and adop-
tion that brings with it controversy, scrutiny, and public
attention. Open foundation models1 like BERT, CLIP, Whis-
per, BLOOM, Pythia, Llama 2, Falcon, Stable Diffusion,
Mistral, OLMo, Aya, and Gemma play an important role in
this ecosystem. These models allow greater customization
and deeper inspection of how they operate, giving develop-
ers greater choice in selecting foundation models. However,
they may also increase risk, especially given broader adop-
tion, which has prompted pushback, especially around risks
relating to biosecurity, cybersecurity, and disinformation.
How to release foundation models is a central debate today,
often described as open vs. closed.

Simultaneously, policymakers are confronting how to gov-
ern open foundation models. In the United States, the recent
Executive Order on Safe, Secure, and Trustworthy Devel-
opment and Use of Artificial Intelligence mandates that the
Department of Commerce prepare a report for the Presi-
dent on the benefits and risks of open foundation models
(Executive Office of the President, 2023). In the European
Union, open foundation models are partially exempt from
obligations under the recently-negotiated AI Act. And con-
sideration of widely available model weights is a stated
priority of the UK’s AI Safety Institute (UK AISI, 2023).

Given disagreement within the AI community and uncer-
tainty on appropriate AI policy (§2), our paper clarifies the
benefits and risks of open foundation models. We decom-
pose the analysis of the societal impact of open foundation
models into two steps. First, we articulate five distinctive
properties of open foundation models (§3). Open foundation
models are marked by broader access, greater customizabil-

1We define open foundation models as foundation models with
widely available model weights (see Executive Office of the Presi-
dent, 2023; National Telecommunications and Information Admin-
istration, 2024).
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ity, the potential for local inference, an inability to rescind
model access once released, and weaker monitoring.

Second, we outline how these distinctive properties lead
to specific benefits and risks of open foundation models.
The benefits we identify are distributing decision-making
power, reducing market concentration, increasing innova-
tion, accelerating science, and enabling transparency (§4).
We highlight considerations that may temper these benefits
in practice (e.g. model weights are sufficient for some forms
of science, but access to training data is necessary for others
and is not guaranteed by release of weights).

Turning to risks, we present a framework for conceptual-
izing the marginal risk of open foundation models: that
is, the extent to which these models increase societal risk
by intentional misuse beyond closed foundation models
or pre-existing technologies, such as web search on the
internet (§5). Surveying seven common misuse vectors de-
scribed for open foundation models (e.g. disinformation,
biosecurity, cybersecurity, non-consensual intimate imagery,
scams), we find that past studies do not clearly assess the
marginal risk in most cases.

Our framework helps explain why the marginal risk is low
in some cases where we already have evidence from past
waves of digital technology (such as the use of foundation
models for automated vulnerability detection in cyberse-
curity). It also helps retrospectively explain why the re-
search on the dangers of open foundation models has been
so contentious—past studies implicitly analyze risks for dif-
ferent subsets of our framework. The framework provides a
way to have a more productive debate going forward, by out-
lining the necessary components of a complete analysis of
the misuse risk of open foundation models. Namely, while
the current evidence for marginal risk is weak for several
misuse vectors, we encourage more empirically grounded
work to assess the marginal risk, recognizing the nature
of this risk will evolve as model capabilities and societal
defenses evolve.

By clearly articulating the benefits and risks of open foun-
dation models, including where current empirical evidence
is lacking, we ground ongoing discourse and policymaking.
Specifically, we use our analysis to direct recommendations
at AI developers, researchers investigating the risks of AI,
competition regulators, and policymakers (§6). Action from
these stakeholders can further clarify the societal impact of
open foundation models and, thereby, enhance our ability to
reap their benefits while mitigating risks.

2. Background
The release landscape for foundation models is complex
(Sastry, 2021; Liang et al., 2022a; Solaiman, 2023). In
particular, several assets exist (e.g. the model, data, code):

for each asset, there is the matter of who can access the
asset (e.g. user restrictions like requiring that the user be 18
or older) and for what purposes (e.g. use restrictions that
prohibit usage for competing against the model developer).2

Further, the degree of access may change over time (e.g.
staged release to broaden access, deprecation to reduce
access).

In this paper, we consider a reductive, but useful, dichotomy
between open and closed foundation models to facilitate
analysis. We define open foundation models as foundation
models with widely available model weights. (For simplic-
ity, we refer to any non-open foundation model as closed.)
In particular, with respect to the dimensions of release we
describe, this means an open foundation model (i) must
provide weights-level access, (ii) need not be accompanied
by the open release of any other assets (e.g. code, data, or
compute), (iii) must be widely available, though some re-
strictions on users (e.g. based on age) may apply, (iv) need
not be released in stages, and (v) may have use restrictions.
Our definition is consistent with the recent US Executive
Order’s notion of “foundation models with widely available
model weights” (Executive Office of the President, 2023).

We consider this dichotomy because many of the risks de-
scribed for open foundation models arise because develop-
ers relinquish exclusive control over downstream model use
once model weights are released. For example, if developers
impose restrictions on downstream usage, such restrictions
are both challenging to enforce and easy for malicious ac-
tors to ignore. On the other hand, in the face of malicious
use, developers of closed foundation models can, in theory,
reduce, restrict, or block access to their models. In short,
open release of model weights is irreversible.

As a result, some argue that widely available model weights
could enable better research on their effects, promote com-
petition and innovation, and improve scientific research, re-
producibility, and transparency (Toma et al., 2023; Creative
Commons et al., 2023; Cihon, 2023; Mozilla, 2023). Others
argue that widely available model weights would enable
malicious actors (Seger et al., 2023; Brundage et al., 2018)
to more effectively misuse these models to generate disin-
formation (Solaiman et al., 2019b), non-consensual intimate
imagery (Satter, 2023; Maiberg, 2023b), scams (Hazell,
2023), and bioweapons (Gopal et al., 2023; Soice et al.,
2023; Sandbrink, 2023; Matthews, 2023; Service, 2023;
Bray et al., 2023). Appendix A provides a brief history of
the debate on open foundation models.

2Models are often accompanied by licenses that specify these
terms. The Open Source Initiative designates some licenses,
generally applied to code, as open source and is in the pro-
cess of leading a similar effort to define open source AI. See:
https://opensource.org/deepdive/

https://opensource.org/deepdive/
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3. Distinctive properties of open foundation
models

Our work aims to better conceptualize the benefits and risks
of open foundation models, especially in light of widespread
disagreement within and beyond the AI community. Funda-
mentally, we decompose this into (i) identifying distinctive
properties of open foundation models and (ii) reasoning
about how those properties contribute to specific societal
benefits and risks. Here, we enumerate five distinctive prop-
erties of open foundation models compared to closed foun-
dation models. Note that other properties of foundation
models, while not unique to open foundation models, may
nonetheless influence the analysis of the benefits and risks
of open foundation models. In particular, as models become
more capable (Anderljung et al., 2023), these capabilities
are likely to present new beneficial market opportunities
but also greater misuse potential (e.g. more persuasive and
targeted disinformation).

Broader access. Given our definition, open foundation
models require that the model weights be widely available,
if not to the public as a whole. While there may be some
restrictions on who can use the model, given that such user
restrictions are difficult to enforce or verify (as demonstrated
by Meta’s LLaMA 1 release in March 2023), model weights
may effectively be available to the public. Functional bar-
riers to use, ranging from requisite expertise to compute
affordability, may nonetheless remain.

Greater customizability. By releasing model weights, open
foundation models are readily customized for various down-
stream applications. Weights (and associated computational
artifacts made available, such as activations and gradients)
permit a wide range of adaptation methods for modifying
the model, such as quantization (Frantar et al., 2023), fine
tuning (Zhang et al., 2023; Dettmers et al., 2023), and prun-
ing (Xia et al., 2023). While some closed foundation model
developers permit certain adaptation methods (e.g. Ope-
nAI allows fine tuning of GPT 3.5 as of January 2024),
these methods tend to be more restrictive, costly, and ulti-
mately constrained by the model developer’s implementa-
tion. The customizability of open foundation models pre-
vents model alignment interventions from being effective—
such as by allowing users to fine-tune away alignment in-
terventions (Narayanan et al., 2023), though similar issues
also arise when closed models can be fine tuned (Qi et al.,
2023).

Local adaptation and inference ability. Users of an open
foundation model can directly deploy it on local hardware,
which removes the need for transferring data to the model
developer. This allows for the direct use of the models with-
out the need to share sensitive data with third parties, which
is particularly important in sectors where confidentiality and
data protection are necessary—such as because of the sensi-

tive nature of content or regulation around how data should
be stored or transferred. This is important for applications
of foundation models in domains such as healthcare and
finance.

Inability to rescind model access. Once the weights for a
foundation model are made widely available, little recourse
exists for the foundation model developer to rescind access.
While the foundation model developer, in coordination with
distribution channels used to share model weights, can stop
further access, existing copies of the model weights cannot
be revoked. Furthermore, despite the developer’s objections,
users can redistribute model weights through, for example,
peer-to-peer distribution (Vincent, 2023).

Inability to monitor or moderate model usage. For open
foundation models, inference may be performed (i) locally
(e.g. on a personal computer or self-owned cluster), (ii)
on generic third-party computing platforms such as cloud
services (e.g. Google Cloud Platform, Microsoft Azure), or
(iii) on dedicated model hosting platforms (e.g. Together,
Amazon Bedrock). In all cases, foundation model develop-
ers do not observe inference by default, making monitoring
or moderation challenging, especially for local inference.
Since dedicated model hosts are aware of what models are
being used, developers may be able to coordinate with hosts
to implement certain forms of monitoring/moderation.

4. Benefits of Open Foundation Models
Having established distinctive properties of open foundation
models, we now critically analyze key benefits for open
foundation models that emerge from these properties.

Distributing who defines acceptable model behavior.
Broader access and greater customizability expand who is
able to specify the boundary of acceptable model behavior.

Developers of closed foundation models exercise unilat-
eral control in determining what is and is not acceptable
model behavior. Given that foundation models increasingly
intermediate critical societal processes (e.g. access to infor-
mation, interpersonal communication; Lazar, 2023), much
as social media platforms do today, the definition of what
is acceptable model behavior is a consequential decision
that should take into account the views of stakeholders
and the context where the model is applied. In contrast,
while developers may initially specify and control how the
model responds to user queries, downstream developers
who use open foundation models can modify them to spec-
ify alternative behavior. Open foundation models allow for
greater diversity in defining what model behavior is accept-
able, whereas closed foundation models implicitly impose
a monolithic view that is determined unilaterally by the
foundation model developer.
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Increasing innovation. Broader access, greater customiz-
ability, and local inference expand how foundation models
are used to develop applications.

Since open foundation models can be more aggressively
customized, they better support innovation across a range
of applications. In particular, since adaptation and infer-
ence can be performed locally, application developers can
more easily adapt or fine-tune models on large proprietary
datasets without data protection and privacy concerns. Simi-
larly, the customizability of open models allows improve-
ments such as furthering the state-of-the-art across different
languages (Pipatanakul et al., 2023). While some develop-
ers of closed foundation models provide mechanisms for
users to opt out of data collection, the data storage, sharing,
and usage practices of foundation model developers are not
always transparent.

However, the benefits of open foundation models for inno-
vation may have limits due to potential comparative disad-
vantages in improving open foundation models over time.
For example, open foundation model developers generally
do not have access to user feedback and interaction logs
that closed model developers do for improving models over
time. Further, because open foundation models are gener-
ally more heavily customized, model usage becomes more
fragmented and lessens the potential for strong economies
of scale. However, new research directions such as merg-
ing models might allow open foundation model develop-
ers to reap some of these benefits (akin to open source
software) (Raffel, 2023). More generally, the usability of
foundation models strongly influences innovation (Vipra &
Korinek, 2023): factors beyond whether a model is released
openly such as the capabilities of the model and the quality
of potential inference APIs shape usability.

Accelerating science. Broader access and greater cus-
tomizability facilitate scientific research. The availability
of other key assets (especially training data) would further
accelerate scientific research.

Foundation models are critical to modern scientific research,
within and beyond the field of artificial intelligence. Broader
access to foundation models enables greater inclusion in sci-
entific research, and model weights are essential for several
forms of research across AI interpretability, security, and
safety (see Table A1). Ensuring ongoing access to spe-
cific models is essential for the scientific reproducibility of
research, something that has been undermined to date by
the business practice of closed model developers to retire
models regularly (Kapoor & Narayanan, 2023). And since
closed foundation models are often instrumented by safety
measures by developers, these measures can complicate or
render some research impossible. For example, Park et al.
(2022) use foundation models without safety filters because
their research aims to simulate human behavior (including

toxic speech). Most closed foundation models would sup-
press these outputs.

However, model weights alone are insufficient for several
forms of scientific research. Other assets, especially the
data used to build the model, are necessary. For example,
to understand how biases propagate, and are potentially
amplified, requires comparisons of data biases to model
biases, which in turn requires access to the training data
(Wang & Russakovsky, 2021). Access to data and other
assets, such as model checkpoints, has already enabled wide-
ranging downstream research (Tian et al., 2023; Choi et al.,
2023; Longpre et al., 2023b). While some projects prioritize
accessibility to such assets with the stated goal of advancing
scientific research on foundation models (Le Scao et al.,
2022; Biderman et al., 2023), it is not common for open
models in general. In fact, even the basic validity of model’s
evaluation depends on some transparency about the training
data. For example, issues such as contamination might
lead to overoptimistic results on benchmarks (Kapoor et al.,
2024; Narayanan & Kapoor, 2023b). Access to information
about the data can allow us to assess the amount of overlap
between the training data and the test set.

Enabling transparency. Broad access to weights enables
some forms of transparency. The availability of other key
assets (such as documentation and training data) would
further improve transparency.

Transparency is a vital precondition for responsible inno-
vation and public accountability. Yet digital technologies
are plagued by problematic opacity (see Bommasani et al.,
2023b, §2.2). Widely available model weights enable ex-
ternal researchers, auditors, and journalists to investigate
and scrutinize foundation models more deeply. In partic-
ular, such inclusion is especially valuable given that the
foundation model developers often underrepresent marginal-
ized communities that are likely to be subject to the harms
of foundation models. The history of digital technology
demonstrates that broader scrutiny, including by those be-
longing to marginalized groups that experience harm most
acutely, reveals concerns missed by developers (Sweeney,
2013; Noble, 2018; Buolamwini & Gebru, 2018; Raji &
Buolamwini, 2019). The 2023 Foundation Model Trans-
parency Index indicates that developers of major open foun-
dation models tend to be more transparent than their closed
counterparts (Bommasani et al., 2023b).

Still, model weights only make some types of transparency
(e.g. evaluations of risk) possible, but they do not guar-
antee such transparency will manifest. More generally,
model weights do not guarantee transparency on the up-
stream resources used to build the foundation model (e.g.
data sources, labor practices, energy expenditure) nor trans-
parency on the downstream impact of the foundation model
(e.g. affected markets, adverse events, usage policy en-
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forcement). Such transparency can help address prominent
societal concerns surrounding bias (Birhane et al., 2023),
privacy (Ippolito et al., 2023), copyright (Henderson et al.,
2023; Lee et al., 2023; Longpre et al., 2023a), labor (Per-
rigo, 2023; Hao & Seetharaman, 2023), usage practices
(Narayanan & Kapoor, 2023a), and demonstrated harms
(Guha et al., 2023).

Mitigating monoculture and market concentration.
Greater customizability mitigates the harms of monocul-
ture and broader access reduces market concentration.

Foundation models function as infrastructure for building
downstream applications, spanning market sectors (Bom-
masani et al., 2021; 2023c; Vipra & Korinek, 2023; UK
CMA, 2023). By design, they contribute to the rise of
algorithmic monoculture (Kleinberg & Raghavan, 2021;
Bommasani et al., 2022): many downstream applications
depend on the same foundation model. Monocultures of-
ten yield poor societal resilience and are susceptible to
widespread systemic risk: consider the Meltdown and Spec-
tre attacks, which led to massive security risks because of
the widespread dependence on Intel and ARM-based mi-
croprocessors (Kocher et al., 2018; Lipp et al., 2018; Staff,
2018). Further, foundation model monocultures have been
conjectured to lead to correlated failures (Bommasani et al.,
2022) and cultural homogenization (Lee et al., 2022; Pad-
makumar & He, 2023). Since open foundation models are
more easily customized, they may yield more diverse down-
stream model behavior, thereby reducing the severity of
homogeneous outcomes.

Broad access to model weights and greater customizabil-
ity further enable greater competition in downstream mar-
kets, helping to reduce market concentration at the founda-
tion model level from vertical cascading. In the foundation
model market, there are barriers to entry for low-resource ac-
tors in developing foundation models given their significant
capital costs (Vipra & Korinek, 2023; UK CMA, 2023). For
example, training the Llama 2 series of models required 3.3
million GPU hours on NVIDIA A100-80GB GPUs (Tou-
vron et al., 2023b): at February 2024 cloud computing
rates of $1.8/GPU hour (Lambda, 2024), training this model
would cost around $6 million. Further, while open foun-
dation models may increase competition in some regions
of the AI supply chain, they are unlikely to reduce market
concentration in the highly concentrated upstream markets
of computing and specialized hardware providers (Widder
et al., 2023).

5. Risks of Open Foundation Models
Technologists and policymakers have worried that open
foundation models present risks, in particular, due to the
inability to monitor, moderate, or revoke access. We survey

the literature on misuse vectors specifically associated with
open foundation models, identifying biosecurity, cyberse-
curity, voice cloning scams, spear phishing, disinformation,
non-consensual intimate imagery, and child sexual abuse
material (Seger et al., 2023; Thiel et al., 2023; Maiberg,
2023a).3 To understand the nature of these risks, we present
a framework that centers marginal risk: what additional
risk is society subject to because of open foundation models
relative to pre-existing technologies, closed models, or other
relevant reference points?

5.1. Risk Assessment Framework

To assess the risk of open foundation models for a specific
misuse vector, we present a six-point framework. Underpin-
ning this is an emphasis on communicating assumptions and
uncertainty: misuse vectors often involve complex supply
chains and the capabilities of foundation models are rapidly
evolving, meaning the balance of power between attackers
and defenders can be unstable (Shevlane & Dafoe, 2020).

The risk framework enables precision in discussing the mis-
use risk of open foundation models and is based on the
threat modeling framework in computer security (Drake,
2021; Shostack, 2014; Crothers et al., 2023; Seaman, 2022;
Drake, 2021). For example, without clearly articulating the
marginal risk of biosecurity concerns stemming from the
use of open (natural) language models, researchers might
come to completely different conclusions about whether
they pose risks: open language models can generate accu-
rate information about pandemic-causing pathogens (Gopal
et al., 2023), yet such information is publicly available on
the Internet, even without the use of open language models
(Guha et al., 2023).4

1. Threat identification. All misuse analyses should sys-
tematically identify and characterize the potential threats
being analyzed (Shostack, 2014; Crothers et al., 2023; Sea-
man, 2022; Drake, 2021). In the context of open foundation
models, this would involve naming the misuse vector, such
as spear-phishing scams or influence operations, as well as
detailing the manner in which the misuse would be executed.
To present clear assumptions, this step should clarify the
potential malicious actors and their resources: individual
hackers are likely to employ different methods and wield
different resources relative to state-sponsored entities.

3Some have also discussed that (open) foundation models may
contribute to existential risk via speculative AI takeover scenarios,
which we do not consider here.

4In addition, two recent studies found that access to language
models does not significantly increase access to information re-
quired to carry out biosecurity attacks compared to Internet ac-
cess (Mouton et al., 2024; Patwardhan et al., 2024). More im-
portantly, access to information might not be a major barrier for
carrying out such attacks—stronger interventions might lie down-
stream (Batalis, 2023).
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Misuse risk Paper Threat identification

Existin
g risk

(absent open FMs)

Existin
g defenses (absent open FMs)

Evidence of marginal risk

Ease of defense

Uncertainty/assumptions

Spear-phishing scams Hazell (2023)  H# # # H# #
Cybersecurity risk Seger et al. (2023) H# # H# # H# #
Disinformation Musser (2023)  H# # # H#  
Biosecurity risk Gopal et al. (2023)  # H# # # #
Voice-cloning scams Ovadya et al. (2019)  H# H# H# H#  
Non-consensual intimate imagery Lakatos (2023)  H# # H# H# #
Child sexual abuse material Thiel et al. (2023)       

Table 1. Misuse analyses of open foundation models assessed under our risk framework (§5.1).  indicates the step of our framework is
clearly addressed; H# indicates partial completion; # indicates the step is absent in the misuse analysis. Incomplete assessments do not
indicate that the analysis in prior studies is flawed, only that these studies, on their own, do not show an increased marginal societal risk
stemming from open foundation models. We provide more details for our assessment of each row in Appendix B.

2. Existing risk (absent open foundation models). Given
a threat, misuse analyses should clarify the existing misuse
risk in society. For example, Seger et al. (2023) outline the
misuse potential for open foundation models via disinforma-
tion on social media, spear-phishing scams over email, and
cyberattacks on critical infrastructure. Each of these misuse
vectors already are subject to risk absent open foundation
models: understanding the pre-existing level of risk con-
textualizes and baselines any new risk introduced by open
foundation models.

3. Existing defenses (absent open foundation models).
Assuming that risks exist for the misuse vector in question,
misuse analyses should clarify how society (or specific enti-
ties or jurisdictions) defends against these risks. Defenses
can include technical interventions (e.g. spam filters to
detect and remove spear-phishing emails) and regulatory
interventions (e.g. laws punishing the distribution of child
sexual abuse material). Understanding the current defensive
landscape informs the efficacy, and sufficiency, with which
new risks introduced by open foundation models will be
addressed.

4. Evidence of marginal risk of open FMs. The threat
identification, paired with an analysis of existing risks and
defenses, provides the conceptual foundation for reasoning
about the risks of open foundation models. Namely, subject
to the status quo, we can evaluate the marginal risk of open
foundation models. Being aware of existing risk clarifies
instances where open foundation models simply duplicate
existing risk (e.g. an open language model providing bi-
ological information available via Wikipedia). Similarly,
being aware of existing defenses clarifies instances where
open foundation models introduce concerns that are well-
addressed by existing measures (e.g., email and OS-based

filters detecting spear-phishing emails, whether human or
AI-generated; CraigMarcho, 2007; Apple Support, 2023;
Google, 2023). Conversely, we can identify critical in-
stances where new risks are introduced (e.g. fine tuning
models to create non-consensual intimate imagery of spe-
cific people; see Table 2; Maiberg, 2023b) or where existing
defenses will be inadequate (e.g. AI-generated child sexual
abuse material may overwhelm existing law enforcement
resources; Harwell, 2023).

Further, the marginal risk analysis need not only be con-
ducted relative to the status quo, but potentially relative to
other (possibly hypothetical) baselines. For example, un-
derstanding the marginal risk of open release relative to a
more restricted release (e.g. API release of a closed founda-
tion model) requires reasoning about the relevant existing
defenses for said restricted release. This perspective ensures
greater care is taken to not assume that closed releases are
intrinsically more safe and, instead, to interrogate the qual-
ity of existing defenses (e.g. the fallibility of existing API
safeguards; Qi et al., 2023).

5. Ease of defending against new risks. While existing
defenses provide a baseline for addressing new risks intro-
duced by open foundation models, they do not fully clarify
the marginal risk. In particular, new defenses can be imple-
mented or existing defenses can be modified to address the
increase in overall risk. Therefore, characterizations of the
marginal risk should anticipate how defenses will evolve
in reaction to risk: for example, (open) foundation models
may also contribute to such defenses (e.g. the creation of
better disinformation detectors; Zellers et al. (2019) or code
fuzzers; Liu et al. (2023)).

6. Uncertainty and assumptions. Finally, it is imperative
to articulate the uncertainties and assumptions that underpin
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Framework
step

Cybersecurity
Automated vulnerability detection

Non-consensual intimate imagery (NCII)
Digitally altered NCII

Threat
identification

Vulnerability detection tools can be used to automate the process of
discovering software vulnerabilities. Threat actors include individ-
ual hackers, small groups, or state-sponsored attackers.

Digital tools can be used to alter images of people without their
consent in sexually explicit ways. Threat actors are typically in-
dividuals or coordinated groups (such as on online platforms like
Reddit or Telegram) creating imagery of people they know as well
as public figures.

Existing risk
(absent open
FMs)

Attackers benefit from the natural worst-case asymmetry in vulner-
ability detection: attackers need to exploit only a single effective
vulnerability to succeed, whereas defenders must defend against
all vulnerabilities to succeed. Existing risk is heavily influenced
by the resources of the attacker: sophisticated attackers often make
use of automated vulnerability detection tools in attack design.
Fuzzing tools have long been used to find vulnerabilities in soft-
ware (Takanen et al., 2008), as have tools like Metasploit, a free
penetration testing framework that can aid automated vulnerabil-
ity detection (Kennedy et al., 2011). MITRE’s Adversarial Threat
Landscape for Artificial-Intelligence Systems, a cybersecurity threat
matrix for adversarial machine learning, includes many techniques
that make use of closed foundation models and other types of ma-
chine learning models to detect vulnerabilities (MITRE, 2021).

Photoshop has long been used to create digitally altered
NCII (Broughton, 2009). In the last decade, tools to create NCII
using face swapping and other rudimentary ML techniques have be-
come popular (Widder et al., 2022). A telegram bot that used such
techniques was used to generate over 100,000 sexualized images
of women (Ajder et al., 2020). Digitally altered NCII and also be
used to extort victims (Joshi, 2021; Satter, 2023), in addition to its
emotional and psychological tolls (Roberts, 2019; Scott, 2020; Hao,
2021).

Existing
defenses
(absent open
FMs)

Cybersecurity defenses often adopt defense-in-depth strategies,
where defenses are layered to ensure an exploit based on an unad-
dressed vulnerability in one layer does not affect other layers of
defenses (Kuipers & Fabro, 2006). Within the vulnerability detec-
tion setting, defenders can preemptively use vulnerability detection
tools to detect and patch security threats, again dependent on their
access to resources. Incentive strategies, such as bug bounties, can
tilt the offense-defense balance in favor of defense to some extent
by incentivizing bug finders (hackers, security researchers, firms)
to report vulnerabilities.

The software for creating digitally altered NCII can run on
consumer-grade devices and has proliferated widely. There are
efforts to reduce the use of such tools for creating NCII in open
source communities (Widder et al., 2022), but these efforts are
unlikely to be sufficient since there are several mechanisms for
accessing the software. However, online platforms where NCII is
distributed, such as social media platforms, can take steps to curb
its spread (Thiel & Einstein, 2020). For example, a nonprofit called
Stop NCII coordinates takedowns of known NCII across online
platforms (Mortimer, 2021).

Evidence of
marginal risk of
open FMs

We are unaware of existing evidence that malicious users have suc-
cessfully used open foundation models to automate vulnerability
detection. Dark web advertisements for tools exist, claiming to
facilitate automated vulnerability detection, but it is unclear if these
products rely on open FMs (Amos, 2023). In considering marginal
risks relative to closed foundations, while closed foundation models
can be better monitored for misuse, it is not clear if such uses will be
reliability identified. Namely, using a closed foundation model for
vulnerability detection is not necessarily misuse, which introduces
a nontrivial classification problem of distinguishing between legiti-
mate and malicious uses of closed foundation models for automated
vulnerability detection (see Figures A1a and A1b).

Over the last two years, open FMs have been used for creating vast
amounts of digitally altered NCII. Compared to previous tools for
creating sexualized imagery, open FMs can be fine tuned to create
sexualized images of specific people (Maiberg, 2023b). Compared
to using tools like Photoshop, once such a fine-tuned model is made
available, it is much easier for nonexperts to use these tools. While
developers of closed FMs can enforce guardrails on the use of their
text-to-image models for creating NCII, such guardrails on open
FMs can be easily circumvented. There have been several real-
world incidents involving the use of open FMs for creating NCII,
leading to clear, demonstrated harm (Llach, 2023; Cañas, 2023;
Kaspersky, 2023).

Ease of
defense

Similar to previous waves of automated vulnerability detection,
LLMs can be incorporated into the information security toolkit to
bolster defense. For example, Liu et al. (2023) show how LLMs
can expand the coverage of a popular fuzzing tool called OSS-Fuzz.
Foundation models can be used to monitor signals from deployed
software systems for signs of active exploits as well. Google has
made use of LLMs in its popular malware detection platform Virus-
Total, using models to help explain the functionality of malware
contained in a particular file (Quintero, 2023). Defense in depth
will continue to remain important in aiding defense. Regardless
of whether the model used for automated vulnerability detection
is open or proprietary, signals and the ability to analyze them at
machine scale and speed differentially supports defenders because
of better access to the systems.

Open FMs used to create NCII require few resources to run—indeed,
many prominent text-to-image models can run on an iPhone or Mac-
Book. As a result, non-proliferation of these models is generally not
feasible. In contrast, crackdowns on the distribution of specifically
tailored models for creating NCII is feasible and warranted, as is
distribution of the content (Gorwa & Veale, 2023; Maiberg, 2023a).
There are several legislative proposals to penalize the creation and
distribution of digitally altered NCII, though given that channels for
the spread of NCII can be anonymous or end-to-end encrypted, the
efficacy of such legislation remains to be seen (Illinois General As-
sembly, 2023; Saliba, 2023; Reid, 2020; Kocsis, 2021; Hao, 2021;
Siddique, 2023).

Uncertainty
and
assumptions

The analysis of marginal risk and ease of defense assumes that
defenders will continue to have better access to state-of-the-art
vulnerability detection tools, including those based on open FMs. It
also assumes investment by defenders in using these tools to update
their infosec practices and that the offense-defense balance will not
change dramatically as the capabilities of models improve.

Technical solutions for curtailing the use of already existing mod-
els to create NCII are hard or impossible. Even if future models
can have robust technical safeguards, already-released models will
continue to be misused. Even if downstream providers take steps
to moderate digitally altered NCII, misuse can happen on smaller
(anonymous/end-to-end encrypted) platforms or on the dark web
by malicious users.

Table 2. Instantiation of our risk analysis framework for cybersecurity (automated vulnerability detection) and non-consensual intimate
imagery (digitally altered NCII).
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the risk assessment framework for any given misuse risk.
This may encompass assumptions related to the trajectory
of technological development, the agility of threat actors in
adapting to new technologies, and the potential effective-
ness of novel defense strategies. For example, forecasts of
how model capabilities will improve or how the costs of
model inference will decrease would influence assessments
of misuse efficacy and scalability.

Using our risk assessment framework, we assess past studies
that span different risk vectors in Table 1. We find that the
risk analysis is incomplete for six of the seven studies we
analyze. To be clear, incomplete assessments do not nec-
essarily indicate that the analysis in prior studies is flawed,
only that these studies, on their own, are insufficient evi-
dence to demonstrate increased marginal societal risk from
open foundation models.

In Table 2, we instantiate the framework for two misuse
risks, providing preliminary analyses of cybersecurity risks
stemming from automated vulnerability detection and the
risk of digitally altered NCII. For the former, we find that
the current marginal risk of open foundation models is low
and that there are several approaches to defending against
the marginal risk, including using AI for defense. For the
latter, open foundation models pose considerable marginal
risk at present, and plausible defenses seem hard. Note that
these are not the only risks from foundation models (Bar-
rett et al., 2023)—for example, the creation of malware is
another cybersecurity risk that requires separate analysis—
yet when researchers talk about cybersecurity risks of open
foundation models, they often club together different threats.
This illustrates how the framework helps clarify the points
of contention in debates on open foundation models. Criti-
cally, while many of the same properties of open foundation
models are relevant for analyzing different misuse vectors
(such as the inability to revoke access), the risk assessment
framework helps introduce specifics that differentiate the
misuse vector, for instance, by pointing out elements of the
misuse supply chain where risk is better addressed.

As the capabilities of foundation models (including open
models) improve, the risk assessment framework can guide
analyses of societal risks from increasing capability by pro-
viding a grounded analysis of whether model releases bring
about increased marginal risk to society. Still, it is important
to note the limitations on the scope of the framework’s appli-
cability. First, while the risk assessment framework can help
clarify the societal risks of releasing a foundation model
openly, note that it is not a complete framework for making
release decisions since it does not provide a mechanism for
trading the marginal benefits of openly releasing models
against the marginal risk, nor does it look at the opportu-
nity cost of not releasing a model openly. Second, while
the framework allows an evaluation of the risk of releasing

models openly for known risks (such as cybersecurity, biose-
curity etc.), it does not account for unknown unknowns—
risks that we have no prior understanding of. Third, there
could be a number of coordination issues among actors for
figuring out when to release models—for example, to re-
duce the risk of NCII, open model developers would need
to coordinate with social media platforms as well as other
downstream platforms like CivitAI (see Table 2). While
the framework allows us to identify such opportunities, it
does not automatically bring about the coordination of these
actors. Overall, while the framework improves the precision,
rigor, and completeness of risk assessment, we expect other
approaches to analyzing risk will be needed for addressing
these limitations.

6. Recommendations and calls to action
Armed with a clearer conceptualization of the benefits and
a framework for assessing the risks of open foundation
models, we make the following recommendations to (i)
AI developers, (ii) researchers investigating AI risks, (iii)
policymakers, and (iv) competition regulators.

AI developers. In contrast to closed foundation models,
which are usually treated by their developers and their users
with product safety expectations, open foundation models
have less clear safety expectations. In particular, the divi-
sion of responsibility for safety between the developer and
user of an open foundation model is unclear and lacks estab-
lished norms. Consequently, developers of open foundation
models should be transparent about both the responsible
AI practices they implement and the responsible AI prac-
tices they recommend or delegate to downstream developers
or deployers. In turn, when downstream developers are
procuring foundation models, they should consider which
responsible AI measures have already been implemented
(and their efficacy if measured) and, accordingly, implement
or bargain for responsible AI practices. This would help
ensure that responsible AI practices do not fall through the
cracks as providers of downstream AI applications leverage
open foundation models from other upstream providers.

Researchers investigating AI risks. Our preliminary anal-
ysis of the misuse risk of open foundation models reveals
significant uncertainty for several misuse vectors due to in-
complete or unsatisfactory evidence. In turn, researchers
investigating AI risks should conduct new research to clarify
the marginal risks for misuse of open foundation models. In
particular, in light of our observations regarding past work,
greater attention should be placed on articulating the status
quo, constructing realistic threat models (or arguments for
why speculative threat models yield generalizable evidence),
and considering the full supply chain for misuse.

Policymakers. Government funding agencies should en-
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sure that research investigating the risks of open foundation
models is sufficiently funded while remaining appropriately
independent from the interests of foundation model devel-
opers (Lucas et al., 2023). Once the uncertainty around
specific misuse vectors is reduced (including via improved
tracing of downstream model usage), and if the marginal
risks are shown to be significant enough to warrant concern,
further policy interventions (e.g. hardening downstream
attack surfaces) can be considered. Policymakers should
also proactively assess the impacts of proposed regulation
on developers of open foundation models. In particular,
some policy proposals impose high compliance burdens for
these developers, and such policies should only be pursued
with sufficient justification of the adverse effect on the open
foundation model ecosystem. Policies that place obliga-
tions on foundation model developers to be responsible for
downstream use are intrinsically challenging, if not impos-
sible, for open developers to meet. If recent proposals for
liability (Blumenthal & Hawley, 2023b) and watermarking
(Executive Office of the President, 2023; Chinese National
Information Security Standardization Technical Committee,
2023; G7 Hiroshima Summit, 2023) are interpreted strictly
to apply to foundation model developers, independent of
how the model is adapted or used downstream, they would
be difficult for open developers to comply with (Bommasani
et al., 2023a), since these developers have little ability to
monitor, moderate, or prohibit downstream usage.

Competition regulators. Significant theoretical benefits
of open foundation models relate to their potential to cat-
alyze innovation, distribute power, and foster competition.
With this in mind, the magnitude of these economic benefits
is largely undocumented in the absence of large-scale eco-
nomic analyses or market surveillance. For example, many
benefits hinge on open foundation models meaningfully ex-
panding consumer choice and reducing costs. If factors such
as differences in model quality are the more direct causes of
the adoption of specific foundation models, these purported
benefits may not manifest. In turn, competition regulators
should invest in measuring the benefits of foundation models
and the impact of openness on those benefits. In particular,
the UK’s Competition and Markets Authority has begun
such work (UK CMA, 2023), which would be bolstered by
parallel efforts across other jurisdictions.

7. Conclusion
Open foundation models are controversial due to funda-
mental philosophical disagreements, fragmented conceptual
understanding, and poor empirical evidence. Our work aims
to rectify the conceptual confusion by clearly defining open
foundation models, identifying their distinctive properties,
and clarifying their benefits and risks. While it is unlikely
that certain underlying philosophical tensions will ever be

resolved, especially when inextricably intertwined with the
incentives of different actors in the AI space, we encourage
future work to address today’s deficits in empirical evidence.
Overall, we are optimistic that open foundation models can
contribute to a vibrant AI ecosystem, but realizing this vi-
sion will require significant action from many stakeholders.
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Paper Domain Summary of Research

Yang et al. (2023) Safety and security Safety alignment can be subverted with minimal finetuning.

Choi et al. (2023) Privacy and security Assessing the ability to verify a model’s training data.

Patil et al. (2023) Privacy and security Methods to prevent sensitive information extraction attacks.

Zou et al. (2023) Safety and alignment Adversarial attacks that transfer from open models to black-box, closed models.

Kirchenbauer et al. (2023) Content provenance Watermarking methods for LLMs

Dettmers et al. (2023) Training efficiency Efficient training with quantized low rank adapters.

Longpre et al. (2023b) Toxicity and bias Understanding the effects of “quality” filters on model toxicity and performance.

Li et al. (2023) Brain imaging analysis Comparing the representations of sequences in LLMs and neural response mea-
surements.

Han et al. (2023) Medical applications Training medical application models.

Wang et al. (2022) Interpretability Explaining model behaviors in terms of their internal components.

Tian et al. (2023) Architecture analysis Understanding training dynamics in multi-layer Transformer architectures.

Table A1. A non-comprehensive list of research that uses open foundation models, organized by the research domain. The example works
are enabled with GPT-2 (Radford et al., 2019a), LLaMA (Touvron et al., 2023a), Llama-2 (Touvron et al., 2023b), Pythia (Biderman et al.,
2023), GPT-J (Wang & Komatsuzaki, 2021), GPT-NeoX (Black et al., 2022), Bloom (Le Scao et al., 2022), and OPT (Zhang et al., 2022).
Based on data compiled by Biderman (2023).

Appendix

A. A brief history of open foundation models
In the 2010s, the advent of sophisticated generative image models introduced the concern of deepfakes that could misinform
viewers (Paris & Donovan, 2019; Chesney & Citron, 2018; Widder et al., 2022; Cole, 2017). These models facilitated
significant impersonation, political misinformation, and non-consensual intimate imagery (NCII). For example, a Telegram
bot was used to generate over a hundred thousand nude images of women (Solsman, 2020). These models were not
foundation models; they relied on more rudimentary algorithms, such as swapping faces in images.

In the late 2010s, foundation models gave rise to powerful generative capabilities for language (Radford et al., 2018), and
new misuse concerns came to the fore. In February 2019, OpenAI announced the GPT-2 series of models (Radford et al.,
2019b; OpenAI, 2019a): four language models ranging between 124 million and 1.5 billion parameters. Primed by several
concerns — especially the potential for large-scale disinformation (Solaiman et al., 2019a) — OpenAI opted for a staged
release where models of increasing size were openly released from February to November 2019. While the company did not
ultimately find evidence of model misuse during the staged release (OpenAI, 2019b), this process brought attention to the
nexus between release and misuse (Bommasani et al., 2021; Sastry, 2021; Shevlane, 2022; Liang et al., 2022b; Solaiman,
2023).

Since the release of GPT-2, hundreds of foundation models have been released by various actors adopting different release
strategies (Bommasani et al., 2023c). The open release of Stable Diffusion in August 2022 was particularly salient, as it was
one of the first text-to-image models to be available widely outside the research community. However, because the model
weights were shared publicly, users easily circumvented filters that Stability AI implemented to prevent the generation of
not safe for work (NSFW) imagery. As a result, AI-generated pornography based on Stable Diffusion offshoots quickly
spread across the internet, including images resembling real people generated without their consent (Maiberg, 2023b).

Meta’s release of its LLaMA language models (Touvron et al., 2023a) in March 2023 marked another significant event in
the trajectory of open foundation models. LLaMA was released via a form that allowed researchers to download model
weights by accepting a license for non-commercial use. But the model weights were quickly leaked, leading to concerns that
the highly capable model could facilitate misuse. U.S. Senators Hawley and Blumenthal sent a letter to Meta CEO Mark
Zuckerberg expressing concerns about Meta’s release strategy (Blumenthal & Hawley, 2023a).
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(a) When prompted with the code from a recent security vulnerabil-
ity (Flavio Ceolin, 2023), ChatGPT is able to diagnose the issue.

(b) Llama-2 is similarly able to spot the buffer overflow issue.

Figure A1. Comparison of ChatGPT and Llama-2 in identifying vulnerabilities

B. Risk assessment framework
We surveyed the literature on misuse vectors specifically associated with open foundation models, identifying biosecurity,
cybersecurity, voice cloning scams, spear phishing, disinformation, non-consensual intimate imagery, and child sexual abuse
material. For each of these misuse vectors, we chose a past study that analyzed the misuse vector and discussed or analyzed
openness. Note that these studies did not need to compare open models to closed ones or other existing technologies, such
as the internet, to be considered. And the lack of evidence in one of the risk assessment framework elements does not mean
that the study’s analysis is flawed; it only means that the study does not present adequate evidence of an increased marginal
societal risk of open foundation models. Below, we present our justifications for the scores for each study in Table 1.

B.1. Spear-phishing scams (Hazell, 2023)

Threat identification The threat is specified clearly—scams due to emails that appear personalized. The threat actor is
specified as low-skill actors who can focus on high-level planning and outsource the email writing to LLMs. (See sections 4
and 5.)

Existing risk (absent open FMs)H# There is some characterization of existing risk (e.g., examples of successful phishing
scams), but no broader analysis of how societally impactful spear-phishing scams currently are. This is essential to
understanding the arguments’ scope of overall and marginal risk. (See sections 2 and 4.)

Existing defenses (absent open FMs) # While there is a brief discussion of some defenses, there is little analysis of
how effective protections such as those built into modern operating systems or email services are at preventing such
spear-phishing scams. (See, for example, section 7.2.)
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Evidence of marginal risk# There is no analysis of how open FMs can be used to circumvent existing defenses built into
operating systems or email services. (See, for example, section 5.3.).

Ease of defenseH# The paper discusses AI-based defenses (e.g., using Sec-PaLM), and discusses how foundation models
should be governed given the findings of the study, which may provide a further defense. However, there is no analysis on
how robust existing defenses are, and whether further defenses are needed. (See section 7.)

Uncertainty/assumptions # The paper does not explicitly analyze assumptions underlying the analysis (e.g., existing
defenses will fail; content creation is already cheap without AI models) or how these assumptions could fail in the real
world. (See, for example, section 5.)

B.2. Cybersecurity risk (Seger et al., 2023)

Seger et al. (2023) outline several risks of releasing foundation models openly (including many of the other risks we look
at—disinformation, scams etc.); here, we focus on their analysis of cybersecurity risks.

Threat identificationH# The main threat model described is the creation of malware, in very broad terms. No clear threat
actors are identified. (See section 3.1.1.)

Existing risk (absent open FMs)# The paper does not discuss how prevalent malware-based cyberattacks currently are, or
their societal impact, or provide examples of the type of cyberattacks that are in scope. (See, for example, section 3.1.1.)

Existing defenses (absent open FMs) H# Some examples of defenses (e.g., bug bounties) are provided, but there is no
in-depth analysis of how helpful these defenses are against existing risks, excluding AI systems. (See section 4.1.3.)

Evidence of marginal risk# The paper does not provide any evidence that open foundation models have contributed to
cybersecurity incidents by facilitating the creation of malware. It does not compare against other baselines, such as finding
similar information on the Internet or using closed models (e.g., via jailbreaks or fine tuning). (See, for example, sections
3.1 and 3.2.)

Ease of defenseH# The paper briefly discusses bug bounties as a mechanism for hiring experts to bolster defense, but does
not analyse how much interventions reduce marginal risk. It also acknowledges the arguments of open models advancing
safety research, but does not assess alternative ways to mitigate marginal risk (aside from staged release) such as using
LLMs as tools for cyberdefense. (See section 4.1.3.)

Uncertainty/assumptions# The paper acknowledges that the offense-defense balance is tentative, but does not analyze it
in the context of cybersecurity or articulate other core assumptions that affect the assessment of open and closed models,
such as the resources available to the most concerning threat actors. (See, for example, sections 3.1.1 and 3.1.3.)

B.3. Disinformation (Musser, 2023)

Threat identification  The threat is identified clearly: propagandists can cheaply create content to conduct influence
operations. (See sections 1 and 2.)

Existing risk (absent open FMs)H# The paper gives some examples of preexisting risks of mass content generation (e.g.,
by the Chinese government and Russian agencies). It does not, however, analyze the societal impact of such influence
operations beyond the number of content posts generated, or the effectiveness of current methods at influencing people at
scale. (See section 2.)

Existing defenses (absent open FMs)# The paper gives makes some reference to efforts by social media companies and
language model developers to defend against influence operations, but it does not analyze the effectiveness of these or other
existing defenses. (See sections 3 and 4.)

Evidence of marginal risk# The paper gives evidence of cost reduction for the generation of content, but does not discuss
existing assessments of the demand for such content, whether it is actually effective in the real world, or if open foundation
models can be used to circumvent existing defenses. It also does not analyze the costs associated with distributing said
content (e.g., maintaining user profiles, avoiding behavioral social media moderation etc.), which is likely to overshadow the
cost of content creation in disinformation operations. (See, for example, sections 3 and 4.)

Ease of defenseH# The paper analyzes the cost of avoiding monitoring on closed models compared to open ones. It does
not analyze steps social media platforms could take such as behavioral or network-based moderation, improving captcha to
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detect bots, or other existing mechanisms already in use by social media platforms. (See section 5.)

Uncertainty/assumptions The paper articulates several assumptions built into the analysis, such as the type of actors
using the models, the relative costs of open vs. closed models, and the cost of evading monitoring for closed foundation
models. (See sections 4, 5 and 8.)

B.4. Biosecurity risk (Gopal et al., 2023)

Threat identification The threat is identified clearly: individuals without training could obtain and create pandemic-
causing pathogens. (See page 2.)

Existing risk (absent open FMs)# The paper provides no analysis of how a rogue individual or non-state actor could
engage in bioterrorism absent foundation models (or open foundation models). (See, for example, page 2.)

Existing defenses (absent open FMs)H# There is a brief analysis of limitations to rogue individuals’ and non-state actors’
ability to leverage information about materializing biorisks. The paper mentions deterring effects such as the lack of
information about viruses, the number of researchers capable of assembling an influenza virus, and existing immunity from
historical pathogens. But there is no mention of other existing notable defenses such as controls on procurement of raw
materials or benchtop DNA synthesizers. Nor is there any discussion of the efficacy of these defenses. (See page 3.)

Evidence of marginal risk# The paper gives no comparison to similar risks based on widely available information on the
Internet. The discussion of closed models’ safeguards is not substantiated by evidence; for example, the paper does not
analyze the risks from closed models related to jailbreaking or fine tuning. (See, for example, page 6.)

Ease of defense# The paper proposes defenses such as legal liability and market-based insurance. There is no evidence
regarding the feasibility or effectiveness of these proposed defenses, especially against well resourced rogue actors. Similarly,
there is no analysis of how effective existing defenses (such as controls on procurement) would be. (See, for example, pages
7 and 8.)

Uncertainty/assumptions# The paper does not analyze assumptions built into the analysis, such as how future capabilities
would evolve; whether current models are already capable enough to be fine tuned on biological information and generate
information on how to cause novel pandemics (which increases marginal risk); or how information on the Internet could
similarly aid attackers (which would lower marginal risk). (See, for example, page 7.)

B.5. Voice cloning (Ovadya & Whittlestone, 2019)

Threat identification The threat is identified clearly: financial scams due to voice cloning technology using machine
learning. The paper identifies several potential threat actors, such as malicious users with or without ML expertise. (See
section 2.2.)

Existing risk (absent open FMs)H# There is some characterization of existing risk (such as financial crimes), but there is
little broader analysis of the societal impact of voice cloning scams at present. (See sections 1 and 3.5.)

Existing defenses (absent open FMs) H# There is some discussion of existing defenses implemented by companies
(Synthesia, Lyrebird), but little analysis of their efficacy. There is no analysis of the efficacy of these defenses against
preexisting risk. (See section 3.5.)

Evidence of marginal riskH# There is some discussion of the marginal risk of openness (e.g., related to reproducibility,
modifiability, access ratchets), but minimal direct comparison to risks associated with closed models or other technologies
that could similarly enable misuse. (See sections 2.2 and 4)

Ease of defenseH# The paper analyzes several mechanisms for mitigating marginal risk (e.g. timing of release, what assets
are released) but does not give a thorough account of how much these mitigations could address marginal risk. (See sections
3.3 and 3.4.)

Uncertainty/assumptions The paper articulates several assumptions built into its analysis such as the current state of
open and closed models and how they are released. (See sections 2.2, 3.5, and 4.2-4.4.)
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B.6. Non-consensual intimate imagery (NCII) (Lakatos, 2023)

Threat identification  The threat is identified clearly: digitally altered NCII. Threat actors are people who do not
necessarily require machine learning skills and can rely on easy-to-use interfaces in order to create NCII. (See page 1.)

Existing risk (absent open FMs)H# The paper looks at comments referring users to NCII distribution sites before (and
after) the widespread availability of open text-to-image foundation models and demonstrates that there are tens of millions
of unique visitors to such sites, though it does not describe the risk of preexisting tools such as those for face swapping. (See
pages 1 and 3.)

Existing defenses (absent open FMs)# The paper does not examine existing technical or legal defenses against NCII that
could be used to deter malicious users or prevent the spread of NCII. (See, for example, page 1.)

Evidence of marginal riskH# The paper outlines the risk stemming from open models, such as by showing that the increase
in use of services for creating NCII is driven by open FMs, but does not compare the risk of open models to that of closed
models or other digital technologies such as Photoshop. (See page 1.)

Ease of defenseH# There is some discussion of downstream entities such as Paypal not providing services to platforms
that enable the distribution of NCII, but there is no significant analysis of defenses against marginal risk posed by open
foundation models specifically. (See page 5.)

Uncertainty/assumptions# There is no explicit discussion of the uncertainty or assumptions built into the analysis, such
as the potential adaptation of defenses. (See, for example, page 1.)

B.7. Child sexual abuse material (CSAM) (Thiel et al., 2023)

Threat identification The threat is clearly identified: the distribution of computer-generated CSAM (or CG-CSAM). It
identifies threat actors as hobbyist groups and forums for sharing CSAM. (See section 1.)

Existing risk (absent open FMs) The authors provide evidence that the existing prevalence of CG-CSAM is low. Based
on an analysis of online forums dedicated to sharing CSAM, they find that less than 1% of CSAM on online forums is
photorealistic CG-CSAM. (See section 1.)

Existing defenses (absent open FMs) The paper outlines legal defenses as well as moderation by platforms (such as
creating hashsets of known CSAM) as defenses against CSAM absent open FMs. (See sections 4 and 5.)

Evidence of marginal risk The authors list several concerns from the use of open foundation models: re-victimization
of abused children if models are trained on their likeness to create new images; liar’s dividend—when perpetrators who
possess real CSAM claim they possess CG-CSAM; increasing toll on moderators who need to filter through increasingly
lifelike CG-CSAM to find examples of real abused children; and the increased burden on enforcement agencies from a surge
of CG-CSAM. The paper also provides evidence that most of CG-CSAM is based on the Stable Diffusion series of models,
which are openly available; points out that watermarking or monitoring the use of Stable Diffusion is hard because of open
weights; and discusses how such watermarking has been disabled. (See sections 4 and 5.)

Ease of defense The paper discusses several defenses (and analyses their shortcomings), including: developers removing
known CSAM from training data; methods to create persistent watermarks that increase barriers to entry (such as Stable
signature); legal defenses against photo-realistic CSAM; and low-tech defenses such as using EXIF data to differentiate
CG-CSAM. (See sections 4, 5 and 6.)

Uncertainty/assumptions The paper points out the scope for better models in increasing risk; the assumption about the
difficulty of watermarking open models; and the uncertainty about the legal status of CG-CSAM. (See sections 3, 4 and 5.)


